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We describe topological methods for the efficient, rigorous computation of
dynamical systems. In particular, we indicate how Conley’s Fundamental
Decomposition Theorem is naturally related to combinatorial approximations
of dynamical systems. Furthermore, we show that computations of Morse
decompositions and isolating blocks can be performed efficiently. We conclude
with examples indicating how these ideas can be applied to finite- and infinite-
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1. Introduction

This paper is an expository article on using topological methods for the
efficient, rigorous computation of dynamical systems. Of course, since its
inception the computer has been used for the purpose of simulating nonlin-
ear models. However, in recent years there has been a rapid development
in numerical methods specifically designed to study these models from a
dynamical systems point of view, that is, with a particular emphasis on the
structures which capture the long-term or asymptotic states of the system.
At the risk of greatly simplifying these results, this work has followed two
themes: indirect methods and direct methods.
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The indirect methods are most closely associated with simulations, and
as such are extremely important because they tend to be the cheapest com-
putationally. The emphasis is on developing numerical schemes whose solu-
tions exhibit the same dynamics as the original system: for example, if one
is given a Hamiltonian system, then it is reasonable to want a numerical
method that preserves the integrals of the original system. A comprehens-
ive introduction to these questions can be found in Stuart and Humphries
(1996).

The direct methods focus on the development of numerical techniques
that find particular dynamical structures, for instance fixed points, periodic
orbits, heteroclinic orbits, invariant manifolds, etc., and are often associated
with continuation methods (see Cliffe, Spence and Tavener (2000), Doedel,
Champneys, Fairgrieve, Kuznetsov, Sandstede and Wang (1999) and Dieci
and Eirola (2001) and references therein). To paraphrase Poincaré, these
techniques provide us with a window into the rich structures that nonlinear
systems exhibit.

There is no question that these methods are essential. However, they
cannot capture the full dynamics. As pointed out in Stuart and Humphries
(1996, p. xiii) a fundamental question for the indirect method, requiring a
positive answer, is:

Assume that the differential equation has a particular invariant set. Does the
numerical method have a corresponding invariant set which converges to the true
invariant set as ∆t → 0?

For non-hyperbolic systems the answer is almost surely ‘no’. The set of
parameters at which global bifurcations occur can be dense, which suggests
that any numerical error will lead to significant distinctions in the structure
of the invariant sets (Palis and Takens 1993).

Similarly, for the direct methods to compute these invariant objects effect-
ively, they typically need to be hyperbolic, which limits the applicability for
general systems. Further, one of the more interesting features of nonlinear
systems is the existence of complicated or chaotic dynamics, the structure
of which has not yet been captured by the above-mentioned methods.

A final observation is that, while these dynamical objects are ubiquit-
ous, the number of specific nonlinear systems for which mathematicians
have been able to prove the existence of these structures, especially as it
relates to chaotic dynamics, is quite small. Therefore, it appears that there
is room for a complementary computational method which can provide ac-
curate information about global structures of nonlinear dynamical systems
and is rigorous in the sense of a mathematical proof, albeit involving the
assistance of a computer.

At the same time, such a method is of little value unless it can be shown
to be computationally efficient. Hence, throughout this paper the discussion
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of the topological techniques will be presented in the context of the compu-
tational effort required.

For the sake of simplicity we will restrict most of our discussion to the
dynamics of continuous maps. However, we will begin on a very general level,
specializing as we proceed. Let X be a metric space and let f : X → X be a
continuous function. Since we are not assuming that f is a homeomorphism
we will make extensive use of the following definition. A full trajectory of f
through x ∈ X is a function σx : Z → X satisfying:

(1) σx(0) = x, and

(2) σx(n + 1) = f(σx(n)) for all n ∈ Z.

In other words, σx(k) = fk(x), where fk denotes the kth iterate of f . Recall
that S ⊂ X is invariant under f if, for every x ∈ S, there exists a full
trajectory σx : Z → S.

Ideally we want to understand the existence and topological structure of
invariant sets. The same above-mentioned conundrum shows that, as stated,
this goal is completely unrealistic. Therefore, we step back and ask:

Q1. What should one compute?

The theme of Section 2 is that ǫ-chain-recurrent sets and isolating blocks
are very computable objects.

The ǫ-chain-recurrent set consists, essentially, of those points which, hav-
ing allowed for a finite number of errors of size ǫ, return to themselves
under the dynamics. Conley’s Fundamental Decomposition Theorem, The-
orem 2.1, states that, away from the chain-recurrent set, the dynamics is
gradient-like. Thus, finding the chain-recurrent set provides, on a very crude
level, global information about the dynamics. This is described in detail in
Section 2.1.

A compact set N ⊂ X is an isolating neighbourhood for f if

Inv(N, f) := {x ∈ X | ∃σx : Z → N} ⊂ int(N),

where int(N) denotes the interior of N . Inv(N, f) is the maximal invariant

set in N . An invariant set S is isolated if there exists an isolating neigh-
bourhood N such that S = Inv(N, f).

Observe that if N is an isolating neighbourhood then Inv(N, f)∩∂N = ∅,
where ∂N denotes the topological boundary of N . An isolating block is
a special form of an isolating neighbourhood that satisfies the additional
condition

f−1(N) ∩N ∩ f(N) ⊂ int(N).

If N is an isolating block and x ∈ ∂N , then either f(x)∩N = ∅ or f−1(x)∩
N = ∅, that is, points on the boundary either leave N immediately or all
its pre-images lie outside N . Isolating blocks and their relation to chain-
recurrent sets will be discussed in Section 2.2.
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Isolating neighbourhoods serve two purposes. The first is to localize the
dynamics being considered. As will be made clear later, once an isolating
neighbourhood N has been chosen, the focus is on the structure of the dy-
namics of Inv(N, f). The second point follows from the observation that
continuity and compactness implies that, if N is an isolating neighbour-
hood for f , then N is an isolating neighbourhood for perturbations of f .
This suggests that isolating neighbourhoods are robust objects and there-
fore computable.

Though the entire discussion could be carried out in greater generality,
from now on X ⊂ R

n is compact and f : R
n → R

n. Also, assume that X is
an isolating neighbourhood for f . Then we can consider f : X → R

n.
Of course, the method of computation of isolating neighbourhoods is es-

sential. In Section 2.3, motivated by keeping track of numerically induced
errors, we consider topological multivalued maps. To be more precise, con-
sider the continuous function f which generates the dynamics we are inter-
ested in analysing. Given x ∈ X and using the computer to evaluate f , we
cannot expect to obtain the value f(x). Because of the associated numerical
errors, at best we obtain a numerical value fn(x) and an error bound ǫ > 0,
from which we can conclude that f(x) ∈ Bǫ(fn(x)), i.e., that the true image
lies in an ǫ-ball centred at the numerically generated image. In essence, to
each point x ∈ f−1(X) we can associate a subset F (x) ⊂ X with the prop-
erty that f(x) ∈ F (x) ⊂ X. To emphasize the fact that the images of F
are subsets of a topological space, we refer to F as a topological multivalued
map and use the notation F : X −→→X.

The next step is to obtain a combinatorial description of F . This is
done by discretizing the space X via a finite grid G, to obtain a purely
combinatorial multivalued map F : G −→→G. Some of the material in these
sections may appear redundant, as we generalize concepts from dynamical
systems for continuous maps such as f to a topological multivalued map F ,
and then to a combinatorial multivalued map F . However, we want to stress
that the topological multivalued map provides a straightforward relationship
between the dynamical structures of interest: those corresponding to f , and
the computable structures of the combinatorial multivalued map F .

Finally, in Section 2.4 we discuss the graph algorithms that are used to
perform the computations. As will be made precise, the key operations are
essentially linear in the number of grid elements used to do the approxima-
tions.

The discussion in all these subsections is done on the level of maps. From
the perspective of modelling, the dynamics of flows generated by differential
equations is at least as important. In Section 2.5 we discuss three different
approaches: time τ maps, Poincaré maps, and flow-transverse polygonal ap-
proximations. The first two are fairly standard and therefore will be only
briefly mentioned. The third approach is still speculative. It is presented
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here because the same algorithms that apply to the map case work in this set-
ting. What is lacking are computational geometry algorithms for obtaining
simplicial decompositions of the phase space that lead to good approxim-
ations of the flow. Not surprisingly, this appears to be a difficult problem
when the dimension of the phase space is greater than or equal to three.

Having argued that ǫ-chain-recurrent sets and isolating blocks are com-
putable, the obvious question is:

Q2. How can one interpret the results of the computations?

Algebraic topology and, in particular, the Conley index are used at this
stage. The Conley index is the topological generalization of Morse theory
to maps and flows which do not necessarily arise from variational problems.
The Conley index is very briefly described in Section 3; more complete
discussions can be found elsewhere. What we wish to emphasize now is that
the Conley index has three important characteristics.

(1) The Conley index is an index of isolating neighbourhoods. Further-
more, if N and N ′ are isolating neighbourhoods for the map f and
Inv(N, f) = Inv(N ′, f), then the Conley index of N is the same as
the Conley index of N ′. Observe that this implies that we can also
consider the Conley index as an index of isolated invariant sets. Both
interpretations are convenient, the first for applications and the latter
for presenting definitions.

(2) Ważewski Property: If the Conley index of N is not trivial, then
Inv(N, f) 6= ∅.

(3) Continuation: If N is an isolating neighbourhood for a continuous
family of maps fλ, for instance,

Inv(N, fλ) ⊂ intN for λ ∈ [0, 1],

then the Conley index of N under f0 is the same as the Conley index
of N under f1.

The first point suggests that to detect specific invariant sets does not require
one to compute a unique isolating block. The second is the simplest example
of how the Conley index is used to make assertions about the dynamics of
f . The third point leads to the conclusion that the Conley index of the
dynamical system generated by a sufficiently good numerical approximation
will be the same as that of the original system. In a weak, but universal,
sense this is the positive answer to the question posed for indirect methods.

As was mentioned above, little detail about the index theory is presented
in this paper, though references are provided. The focus is on the comput-
ability. As will be emphasized, having computed chain-recurrent sets and
isolating blocks, the input for the Conley index computations is available
at essentially no cost. However, to determine the Conley index, homology



440 K. Mischaikow

groups and homology maps need to be computed. The cost of the homology
groups seems to be reasonable, though for higher-dimensional complexes
the known complexity bounds seem rather pessimistic. Currently the cost of
computing homology maps is expensive. However, algorithms in this subject
are fairly new and there appears to be considerable room for improvement.

We finish the paper with four examples that demonstrate that this ap-
proach can be applied in nontrivial settings. The first example is the Hénon
map. While the results are not surprising, that is, they agree with results
obtained by simulations, they are mathematically rigorous and provide in-
formation about the structure of the chaotic dynamics that is observed. In
particular, this approach provides the greatest rigorous lower bound on the
entropy of the global attractor at the classical parameter values. The next
example involves the Lorenz equations, and is included to demonstrate that,
using Poincaré sections, these methods can also be applied to differential
equations.

A criticism of these topological methods is that the cost grows very rap-
idly with dimension. This is a serious issue, which cannot be dismissed
lightly. For this reason we have included two recent results that involve
infinite-dimensional systems. In both examples, even though the ambient
phase space is infinite-dimensional, the dynamic objects of interest are low-
dimensional, for instance, fixed points, periodic orbits, horseshoes, etc. From
the purely topological point of view one might hope that it is the dimension
of the invariant set that determines the complexity of the computations.
These rather special examples provide evidence that this might actually be
the case.

2. Chain recurrence and isolating blocks

In this section we discuss the computation of isolating blocks and ǫ-chain-
recurrent sets. The presentation begins with classical definitions and results
from dynamical systems and ends with graph algorithms. The focus is on the
computability of these objects and on the fact that there is a mathematically
valid interpretation of the graph-theoretic structures as objects in continuous
dynamical systems.

2.1. Chain recurrence

The following is a standard definition from dynamical systems (Easton 1998,
Robinson 1995).

Definition 1. Let S be a subset of X. An ǫ-chain from x to y in S for the
map f is a finite sequence of points {z0, z1, . . . , zn} ⊂ S, such that x = z0,
y = zn and ‖f(zi) − zi+1‖ < ǫ.
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Though it may seem strange at the moment, we prefer to think of an
ǫ-chain of f from x to y in S as a map µx : {0, . . . , n} → S satisfying:

(1) µx(0) = x and µx(n) = y,

(2) ‖µx(i + 1) − f(µx(i))‖ < ǫ for i = 1, . . . , n− 1.

If µx : {0, . . . , n} → S is an ǫ-chain from x to itself, then µx(0) = µx(n) = x.
In this case, we can extend µx : Z → S periodically. This leads to the
following concept.

Definition 2. The ǫ-chain-recurrent set of S under f is defined by

R(S, f, ǫ) = {x ∈ X | there exists a periodic ǫ-chain µx : Z → S}.

There is a natural partition of R(S, f, ǫ) into equivalence classes defined
as follows.

Definition 3. Let x, y ∈ S. Set x ∼ǫ y if and only if there exists a periodic
ǫ-chain µx : Z → S such that µx(j) = y for some j ∈ Z.

Let P be an indexing set for the resulting collection of equivalence classes,
that is, let

R(S, f, ǫ) =
⋃

p∈P

Rp(S, f, ǫ),

where x, y ∈ Rp(S, f, ǫ) if and only if x ∼ǫ y.
Recall that a strict partial order ≻ is a nonreflexive, nonsymmetric, trans-

itive relation. A strict partial order ≻ is an admissible order on P(S, f, ǫ)
if, for p 6= q, the existence of an ǫ-chain from an element of Rp(S, f, ǫ) to an
element of Rq(S, f, ǫ) implies that p ≻ q. Observe that it need not be the
case that any two equivalence classes are necessarily related by ≻.

We are particularly interested in the ǫ-chain-recurrent sets in the case
where S is a compact invariant set. In this case, simple arguments based
on the continuity of f show that not only is R(S, f, ǫ) open, but each equi-
valence class Rp(S, f, ǫ) is also open. Since {Rp(S, f, ǫ) | p ∈ P} covers S,
this implies that, for any given ǫ > 0, there is at most a finite number of
elements in P.

Definition 4. The chain-recurrent set of S under f is given by

R(S, f) :=
⋂

ǫ>0

R(S, f, ǫ).

Again, one can define equivalence classes Rp(S, f), p ∈ P of R(S, f) by
x ∼ y if and only if x ∼ǫ y for all ǫ > 0.

There are cases where S = R(S, f). For example, if S were a strange
attractor, then it would be an invariant set, but every point in S is chain-
recurrent to every other point.
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Theorem 2.1. (Fundamental Decomposition Theorem) Let S be a
compact invariant set for f . Then there exists a continuous Lyapunov func-
tion L : S → [0, 1] satisfying:

(1) L(f(x)) < L(x) for all x ∈ S \ R(S, f),

(2) for each p ∈ P there exists cp ∈ [0, 1] such that Rp(S, f) ⊂ L−1(cp).

Furthermore, R(S, f) is a compact invariant set and

R(R(S, f), f) = R(S, f). (2.1)

To understand the importance of this theorem, observe that (2.1) implies
that the chain-recurrent set is the minimal recurrent set. In particular,
computing the chain-recurrent set while restricting ourselves to R(S, f) does
not result in a smaller set. On the other hand, the existence of the Lyapunov
function L indicates that we have captured all the recurrent dynamics. This
theorem suggests that, to understand the global dynamics of f , it is sufficient
to understand the dynamics in the equivalence classes Rp(S, f) of R(S, f)
and the structure of the set of connecting orbits between these equivalence
classes.

The Fundamental Decomposition Theorem provides a starting point for
the investigation of any continuous dynamical system. However, within the
context of this paper the question we now need to address is whether, from
a practical point of view, the chain-recurrent set is computable. With this
in mind, consider the following example.

Example 1. Let f : R → R be given by f(x) = x+x2 sin( 1
x) Observe that

S = [− 1
π ,

1
π ] is a compact invariant set, and

R(S, ϕ) =

{

±
1

nπ
| n ∈ N

}

∪ {0}.

In particular, in this example R(S, ϕ) consists of an infinite number of con-
nected components. This suggests that its explicit computation will be
difficult.

To go a step further, consider a simple perturbation of this equation. In
particular, let fλ be given by

fλ = x + x2 sin

(

1

x

)

+ λ

(

x2 −
1

π2

)

.

Again, S = [− 1
π ,

1
π ] is a compact invariant set for fλ; however, for λ 6= 0

the structure of R(S, ϕλ) changes dramatically in the sense that the number
of equivalence classes in R(S, f) is finite. The point to be emphasized is
that small perturbations in the dynamical system can lead to significant
qualitative changes in the recurrent set.
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This example is meant to suggest that while the chain-recurrent set is of
fundamental importance to our understanding of the structure of invariant
sets it should not be the focus of our computational efforts.

Therefore, we scale back our ambition concerning the detail of dynamical
information that we seek. The simplest possibility is to preclude the study of
an infinite collection of ‘recurrent’ sets. This leads to the following concept.

Definition 5. Let S be a compact invariant set for the map f . A Morse

decomposition of S consists of a finite collection of mutually disjoint compact
invariant sets,

M(S) := {M(p) | p ∈ P},

for which there exists a Lyapunov function L : S → [0, 1] satisfying:

(1) L(f(x)) < L(x) for all x ∈ S \
⋃

p∈P M(p),

(2) for each p ∈ P there exists cp ∈ [0, 1] such that M(p) ⊂ L−1(cp).

The individual invariant sets M(p) are called Morse sets.

Though the motivation for this definition may appear somewhat artificial,
we claim that Morse decompositions are, from the computational point of
view, the natural global structures to study. To begin justifying this state-
ment we will now work our way back to the ǫ-chain-recurrent set, beginning
with some definitions.

Recall that the ω-limit set of x under f is

ω(x) :=
⋂

n>0

cl

(

∞
⋃

i=n

f i(x)

)

,

where cl denotes the topological closure. We can define an α-limit set for x
using a full trajectory, that is,

α(σx) :=
⋂

n<0

cl

(

−∞
⋃

i=n

σx(i)

)

.

Returning to the setting of a Morse decomposition, the existence of a
Lyapunov function leads to the existence of partial orders on the indexing
set P. More precisely, since S is invariant, x ∈ S \ ∪p∈PM(p) implies that
there exists a full trajectory σx : Z → S and Morse sets M(p) and M(q)
such that:

ω(x) ⊂ M(q) and α(σx) ⊂ M(p). (2.2)

The following definition will be used to describe the set of points with this
property.
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Definition 6. The set of connecting orbits from M(p) to M(q) is

C(p, q) := {x ∈ S | ∃σx : Z → S, α(σx) ⊂ M(p), ω(x) ⊂ M(q)}.

An admissible order is a strict partial order ≻ satisfying

C(p, q) 6= ∅ ⇒ p ≻ q.

This definition suggests that, given a Morse decomposition, the funda-
mental questions are: What is the dynamics within the Morse sets? and
What is the structure of the set of connecting orbits between the Morse
sets?

By choosing the same notation for the indexing sets and the partial orders
we have strongly suggested that there is a relation between the equivalence
classes of the ǫ-chain-recurrent set and Morse sets. The following theorem
makes this precise.

Theorem 2.2. Let S be an invariant set for f . Let {Rp(S, f, ǫ) | p ∈ P}
be the set of equivalence classes of the ǫ-chain-recurrent set of S. Define

M(p) := Inv(Rp(S, f, ǫ), f).

Then M(S) := {M(p) | p ∈ P} is a Morse decomposition of S. Furthermore,
if ≻ is an admissible order for the equivalence classes of R(S, f, ǫ), then ≻
is an admissible order for M(S).

Theorem 2.2 shows that an ǫ-chain-recurrent set produces a Morse de-
composition. However, it is not the case that every Morse decomposition
arises via an ǫ-chain-recurrent set. To explain this we shall explore a little
further the structure of Morse decompositions.

Consider a Morse decomposition M(S) = {M(p) | p ∈ (P,≻)} where ≻
is an admissible order. A subset I ⊂ P is called an interval if p, q ∈ I and
p ≻ r ≻ q implies that r ∈ I. An attracting interval I satisfies the additional
condition that p ∈ I, and p ≻ q implies that q ∈ I. The set of intervals
on (P,≻) will be denoted by I(P,≻) and the set of attracting intervals by
A(P,≻).

Proposition 2.3. Let I ∈ I(P,≻) and define

M(I) =

(

⋃

p∈I

M(p)

)

∪

(

⋃

p,q∈I

C(M(p),M(q))

)

.

Then, M(I) is an isolated invariant set.

The proof is fairly straightforward and follows from the compactness of
S. The following proposition shows that a given Morse decomposition can
give rise to a coarser Morse decomposition.



Topological techniques in dynamics 445

Proposition 2.4. M(S) = {M(p) | p ∈ P\I} ∪ {M(I)} defines a Morse
decomposition of S. Furthermore, an admissible partial order ≻′ is given by

p ≻′ q ⇔ p ≻ q if p, q ∈ P\I,

p ≻′ I if there exists q ∈ I such that p ≻ q,

I ≻′ p if there exists q ∈ I such that q ≻ p.

Bibliographical notes

The results described in this section are by now classical. Conley’s proof of
the decomposition theorem in the setting of flows can be found in Conley
(1978). This is also an excellent reference for Morse decompositions. For
another proof and further references see Robinson (1995). The presentation
in Easton (1998) (see also Norton (1989)) is closest in spirit to that of this
paper.

2.2. Isolating blocks

As was mentioned in the Introduction, isolating blocks provide us with a
means of localizing the dynamics of interest. The most important property
of an isolating block is that it is robust with respect to perturbation.

Proposition 2.5. Let f, g : X → X be continuous functions. Assume N
is an isolating block for f . Then there exists ǫ > 0 such that, if ‖f − g‖ < ǫ,
then N is an isolating block for g.

The proof follows directly from the continuity of f and g and the com-
pactness of N . From the perspective of numerics, this suggests that isolating
blocks are stable with respect to numerical errors. The problem is that, to
do rigorous computations, we would like to have a sufficient ǫ a priori, so
that we know what error tolerance can be permitted. We will return to
this issue in the next section; for the moment we will present a very simple
example to indicate that verification of the existence of an isolating block is
possible even in the presence of sizeable errors.

Example 2. Consider the linear map f : R
2 → R

2 given by

f(x) =

[

2 0
0 1

3

]

x, x ∈ R
2. (2.3)

Obviously, the origin (0, 0) is a fixed point and the square N = [−1, 1]2

is an isolating block with (0, 0) = Inv(N, f). Let g : R
2 → R

2 satisfy
||g(x) − f(x)|| ≤ 1

2 for all x ∈ N . Then N is an isolating block for g.

While this trivial example shows that isolating blocks persist in the pres-
ence of fairly large perturbations, it does not address the question of how
to find them. Again, we will address this issue from an algorithmic point of
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view later; however, the following proposition suggests that, viewed in the
context of global dynamics, they are natural objects.

Proposition 2.6. Let S be an invariant set under f . Let Rp(S, f, ǫ) be
an equivalence class of the ǫ-chain-recurrent set. Then cl(Rp(S, f, ǫ)) is an
isolating block.

Bibliographical notes

There is a variety of references on isolating blocks, beginning with Conley
and Easton (1971) for flows, and Easton (1975). Explicit relations between
ǫ-chain recurrence and isolation can be found in Norton (1989) and Easton
(1989, 1998).

2.3. Multivalued maps

As was made clear in the previous section, the notion of an ǫ-chain is funda-
mental in dynamical systems. Unfortunately, the classical definition sheds
little light on how to systematically compute chain-recurrent sets. With this
in mind, let us change our perspective slightly. Consider a point x ∈ X and
a continuous map f . Let σx : {0, . . . , n} → X be an ǫ-chain starting at
x. By definition, this implies that σx(1) ∈ Bǫ(f(x)) and, more generally,
that σx(n+1) ∈ Bǫ(f(σx(n))). This suggests that multivalued or set-valued
maps provide a convenient language in which to describe the set of possible
elements in an ǫ-chain.

Definition 7. A multivalued map F : X −→→X is a function whose values
are subsets of X, i.e., for every x ∈ X, F (x) ⊂ X. Because X is a topological
space, we shall on occasion refer to F as a topological multivalued map. A
continuous selector of F is a continuous function g : X → X for which
g(x) ∈ F (x) for all x ∈ X.

We will treat F as a dynamical system. A trajectory of F through x is
a function µx : I → X defined on an interval I ⊂ Z and satisfying the
following conditions:

(1) µx(0) = x,

(2) µx(n + 1) ∈ F (µx(n)).

If I = Z, then µx is a full trajectory. S ⊂ X is an invariant set of F if for
every x ∈ S there exists a full trajectory µx : Z → S. A compact set N ⊂ X
is an isolating block for F if

F ∗−1(N) ∩N ∩ F (N) ⊂ int(N),

where F ∗−1(N) := {x ∈ X | F (x) ∩N 6= ∅}. At the risk of being redundant,
observe that, if x ∈ ∂N , then either

F (x) ∩N = ∅ or F ∗−1(x) ∩N = ∅. (2.4)
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An invariant set S is isolated if there exists an isolating block N such that

S = Inv(N,F ) := {x | there exists µx : Z → N}.

Example 3. In the context of this paper, the most natural way to generate
a multivalued map is to begin with a continuous map f : X → X and define
F : X −→→X by

x 7→ Bǫ(f(x)).

The value of ǫ can be chosen to be an upper bound on the round-off errors
that arise in the evaluation of the map f . Observe that R(X, f, ǫ) is the
same as the set of x ∈ X for which there exists a periodic trajectory µx :
Z → X of F . Thus, the set of periodic trajectories of F determines a Morse
decomposition of f . In fact, if one assumes that ǫ is determined by the
round-off error, then the resulting Morse decomposition is the finest that
can be obtained given the specific level of numerical accuracy.

It is also easy to check that, if N is an isolating block for F , then by
(2.4) N is an isolating block for f . However, the following observation is
more important. The same argument also shows that N is an isolating block
for any continuous selector g of F . In particular, if we assume that F was
obtained numerically, then the values of the map f are not known precisely.
Therefore, it is essential that the information that can be extracted from F
be valid for all possible continuous selectors.

While this example is supposed to be suggestive of the value of using
multivalued maps, it should be clear that, as presented, it is still not a
computationally effective tool. In particular, the values of F differ at each
point x ∈ X and, hence, F is not a combinatorial object. To overcome this
problem we discretize the phase space.

Definition 8. Let X ⊂ R
n and let G := {Gi ⊂ R | i ∈ I}. G is a grid

covering X if the following conditions are satisfied.

(1) X ⊂
⋃

i∈I Gi.

(2) For every compact set K ⊂ X, there are only finitely many elements
of G which intersect K nontrivially.

(3) For every Gi ∈ G,

∅ 6= Gi = cl(int(Gi)).

(4) If Gi 6= Gj , then int(Gi) ∩ int(Gj) = ∅.

G is a convex grid if each grid element Gi is a convex set.

Example 4. The classical example of a convex grid comes from a simpli-
cial complex K in R

n. K is a full simplicial complex if every simplex in K is
the face of an n-dimensional simplex. Let

K(l) := {K ∈ K | dimK = l}.
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Set S := K(n). Then, S is a simplicial grid.
We can generalize this as follows. Define a polygon P to be a connected

set obtained from the union of a set of elements of K(n) that share n − 1-
dimensional faces. The elements of a polygonal grid are polygons.

Example 5. From the perspective of data structures, a particularly nice
grid is the cubical grid. Consider, for example, X =

∏n
i=1[0, 1]. We can

define a sequence of grids by

G(s) :=

{

n
∏

i=1

[

ik
2s

,
ik + 1

2s

]

∣

∣

∣

∣

∣

ik ∈ {0, . . . , 2s − 1}

}

.

Definition 9. A combinatorial multivalued map is a multivalued map F :
G −→→G defined on a finite grid G.

Again, we wish to view F as a dynamical system, which leads to the
following definitions.

Definition 10. A full trajectory through G ∈ G of a combinatorial multi-
valued map F : G −→→G is a function γG : Z → G satisfying:

(1) γG(0) = G,

(2) for every n ∈ Z, γG(n + 1) ∈ F(γG(n)).

Let U ⊂ G. The maximal invariant set in U is given by

Inv(U ,F) := {G ∈ U | there exists γG : Z → U}.

There are two ways to view the grid G. The first is as a collection of
subsets of R

n, that is, G = {Gi | Gi ⊂ X}. In this case each grid element
Gi carries topological information. The second is simply as a finite list of
elements G = {Gi}. This is the data that the computer can manipulate. We
will adopt both perspectives. The latter is used to develop algorithms, while
the former is used to give mathematical interpretation to the computations.
In practice, we begin with the set X and define a grid G = {Gi | Gi ⊂ X}.
However, it is the list G = {Gi} that is entered into the computer (the
computer knows no topology) and the output typically contains a sublist of
G. To use this output to draw conclusions about the dynamics will require
re-introducing the topological structure of the grid elements. To emphasize
this we will talk about the support of an element of the list, which in an
abuse of notation is denoted by |Gi| = Gi ⊂ X. Similarly, given a set of
elements of the list, U ⊂ G, the support of U is

|U| :=
⋃

G∈U

|G| ⊂ X.
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A combinatorial multivalued map F : G −→→G on a grid G (here G is viewed
as a list) induces a topological multivalued map F : X −→→X by

F (x) :=
⋃

x∈G

|F(G)|. (2.5)

Using this relationship we can impose geometric and topological constraints
on F . For example, the combinatorial multivalued map F is convex if F (x)
is convex for every x ∈ X.

Beginning with an arbitrary topological multivalued map, it is not evident
that there is a simple procedure to produce a combinatorial multivalued
map. Fortunately, we do not need to work on this level of generality. We
are only interested in combinatorial representations of continuous functions.
Furthermore, we are interested in combinatorial representations that will
lead to isolating blocks, which is why the following condition is imposed.

Definition 11. Let G be a grid covering X. A combinatorial multivalued
map F : G −→→G is an outer approximation of the continuous map f : X → X
if, for every G ∈ G,

⋃

x∈G

f(x) ⊂ int(|F(G)|).

Observe that, if F is generated via rigorous numerical computations, then
this condition is almost automatically satisfied.

We also need to be able to recognize on the combinatorial level when we
have obtained an isolating neighbourhood, or better, an isolating block. To
do this we need to make sense of neighbourhoods on the grid level. Let
U ⊂ G,

o(U) := {G ∈ G | G ∩ |U| 6= ∅}.

Observe that |o(U)| is the smallest neighbourhood of |U| that can be repres-
ented using elements of the grid G. Let

d(U) := o(U) \ U .

Remark 1. Recall that in the Introduction we made the assumption that
X ⊂ R

n was an isolating neighbourhood under f . Since we have discretized
the phase space we need to strengthen this assumption. From now on we
assume the following:

(A) X is a neighbourhood of |Inv(G,F)| relative to R
n.

Theorem 2.7. Let U ⊂ G. If Inv(o(U),F) ⊂ U , then |U| is an isolating
neighbourhood for f .

In Section 2.1 we asserted that Morse decompositions are the natural
global objects to study. To see how they arise in the context of combinatorial
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multivalued maps we only need to recast the definitions. Set

R(G,F) := {G ∈ G | there exists a periodic trajectory γG : Z → G}.

We can decompose R(G,F) into equivalence classes Rp(G,F), p ∈ P, by
setting G ∼ G′ if there exists a periodic trajectory γG : Z → G such that
γG(j) = G′ for some j ∈ Z. Similarly, we can define an admissible order ≻
on P.

Theorem 2.8. Let F : G −→→G be a combinatorial multivalued map which
is an outer approximation of f : X → R

n. Let M(p) := Inv(Rp(G,F), f),
p ∈ P, and let ≻ be an admissible order for P. Then, {M(p) | p ∈ P} is a
Morse decomposition for f with admissible order ≻.

The final point that needs to be discussed is how well continuous maps
can be approximated by combinatorial multivalued maps. This leads to the
following definition.

Definition 12. Let G(n) be a convex grid covering X; let F (n) : G(n) −→→G(n)

be a combinatorial multivalued map. Set F (n) : X −→→X to be the topological
multivalued map satisfying (2.5). A sequence of outer approximations F (n)

converges to f if, for each n, F (n) is an outer approximation of f and for
every ǫ > 0 there exists an integer N such that n ≥ N and y ∈ F (n)(x)
implies that ‖f(x) − y‖ < ǫ.

Theorem 2.9. If f : X → X is Lipschitz-continuous, then there exists a
sequence of convex grids G(n) and convex combinatorial multivalued maps
F (n) : G(n) −→→G(n) converging to f .

Bibliographical notes

The use of multivalued maps as a means of translating between the combin-
atorial structures used to compute and the continuous dynamics of interest
was first used by Mrozek and the author to provide a computer-assisted
proof of chaotic dynamics in the Lorenz equation (Mischaikow and Mrozek
1995, 1998). For a systematic discussion of the use of combinatorial multi-
valued maps to understand continuous functions see Mrozek (1996). A proof
of Theorem 2.7 can be found in Szymczak (1997). Assumption (A) can be
removed but then additional (verifiable) conditions need to be checked to
obtain the conclusions of Theorems 2.7 and 2.8. See Szymczak (1997) and
Boczko, Kalies and Mischaikow (2002).

2.4. Graph algorithms

We now turn to the problem of determining the global structure of the dy-
namics. The general strategy is as follows. We begin with a continuous map
f : X → X. We choose a grid G that covers X and compute a combinatorial
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multivalued map F : G −→→G that is an outer approximation of f . The goal is
to determine either the global structure of the dynamics, that is, to compute
a Morse decomposition, or to find an isolating block. To do this efficiently
we make use of classical graph algorithms. To explain these we begin by
introducing some standard definitions.

Definition 13. A directed graph is a pair (V, E), where the collection of
vertices V consists of a finite set and the edges E are ordered pairs of vertices
from V. The number of elements in V and E are denoted by |V| and |E|,
respectively. Furthermore,

ET := {(u, v) | (v, u) ∈ E}.

Observe that the combinatorial multivalued map F : G −→→G defines a
directed graph (V, E) as follows. Set V = G and let

(Gi, Gj) ∈ E ⇔ Gj ∈ F(Gi).

Throughout this paper we shall always assume that the directed graph (V, E)
was generated by a combinatorial multivalued map F : G −→→G that is an
outer approximation of f : X → X.

Definition 14. A path in a directed graph (V, E) is a function γG :{0, . . . , n}
→ V with the property that (γG(i), γG(i + 1)) ∈ E for all i = 0, . . . , n − 1;
γGi

is a path from Gi to Gj if γGi
(0) = Gi and γGi

(n) = Gj . It is a cycle if
γGi

(0) = γGi
(n).

Observe that a path in the directed graph (V, E) is equivalent to a tra-
jectory of F .

Because we are interested in using these directed graphs to perform the
computations, it is important to consider how this information is represen-
ted. An obvious method is through an adjacency matrix E = [ei,j ], where
ei,j = 1 if and only if (Gj , Gi) ∈ E . This, of course, entails a cost of |V|2.
However, since our directed graphs are generated by combinatorial multi-
valued maps which are meant to be reasonable outer approximations of a
continuous function, one expects that there are only a few edges associated
with any given vertex. This in turn implies that the matrix E is sparse.
Therefore, for applications it is probably preferable to represent the graph
as an adjacency list.

Definition 15. An adjacency list representation of a directed graph (V, E)
is an array of |V| lists, one list for each vertex. For each vertex G, the list
consists of all vertices such that (G,G′) ∈ E .

Observe that the size of an adjacency list representation is given by |E|.
In what follows we assume that an adjacency list representation is used.

This implies that we have an ordering of the vertices V={Gi | i = 1, . . . , |V|}
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and then, for each vertex Gi, an ordering of the edges in the list associated
with Gi.

Global dynamics

As was demonstrated in the previous subsection, a Morse decomposition
for f can be obtained by determining the components of the recurrent set
of F . A standard definition from graph theory that nearly corresponds to
components of recurrent sets is as follows.

Definition 16. A strongly connected component (SCC) of (V, E) is a max-
imal set of vertices U ⊂ V such that, for every pair Gi, Gj ∈ U , there exist
paths from Gi to Gj and from Gj to Gi.

We can restate Proposition 2.6 as follows.

Theorem 2.10. Every SCC is an isolating block for f .

The problem with this definition is that, if G ∈ V and does not belong to
any cycle, then vacuously {G} defines a strongly connected component. For
this reason we introduce a slightly stronger condition.

Definition 17. A strongly connected path component (SCPC) of (V, E) is
a strongly connected component that contains at least one edge.

Example 6. Consider the directed graph (V, E) of Figure 2.1. The set of
strongly connected components consists of

{{a}, {c, d, g}, {h}, {e}, {f}, {b}},

while the set of strongly connected path components consists of

{{c, d, g}, {f}}.

Observe that, if (V, E) was generated by a combinatorial multivalued map
F : G −→→G, then the components of the chain-recurrent set would correspond
to the strongly connected path components. Furthermore, the maximal
invariant set consists of {c, d, g, h, f}.

The following theorem says that Morse decompositions are the optimal
global objects to compute.

Theorem 2.11. Let (V,G) be a directed graph. There is a linear-time al-
gorithm (more precisely, the computation time is proportional to the number
of vertices and edges, i.e., |V| + |E|) that identifies the strongly connected
path components

{Rp ⊂ V | p = 1, . . . n},

and produces a function

L : V → Z
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Figure 2.1. Directed graph (V, E)

with the property that L is constant on each strongly connected path com-
ponent and, if G ∈ V \ ∪n

p=1Rp and (G,G′) ∈ E , then

L(G) > L(G′).

We shall not give a complete proof here, but, instead, briefly describe the
depth-first search (DFS) algorithm which is the key step.

Depth-first search is a fairly simple recursive algorithm. To implement
it we need a counter ι which takes integer values. We will also assign to
each vertex G three values. The first value is ξ(G) ∈ {0, 1, 2}. If ξ(G) = 0,
this indicates that the vertex G has not yet been viewed by the algorithm.
The second value is an integer α(G) that marks the initial step at which the
vertex is viewed. The third value is, also, an integer ω(G) which marks the
final step at which the vertex is viewed. Finally, we can keep an ordered
list of unviewed vertices, that is, the set of vertices for which ξ = 0. At the
beginning this list is all of V; however, as each vertex is viewed it is removed
from this list.

Recall that we are assuming an adjacency list representation of (V, E) and,
hence, have an ordering on the vertices and on the edges from each vertex.
Initially, ι = 0, and for each Gi ∈ V,

ξ(Gi) = 0, α(Gi) = 0, ω(Gi) = 0.

The first rule is that ι is increased by one if and only if ξ(G) is changed for
some G ∈ V.
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The algorithm begins on the first vertex G1. ξ(G1) = 0, which means
that this is the first time that the vertex has been viewed. Reset ξ(G1) = 1,
augment the counter to ι = 1, and set α(G1) = ι. Let (G1, Gi) be the first
edge in the list associated to G1. View Gi. (Observe that if i 6= 1 then
ξ(Gi) = 0.)

We now describe a general recursive step. Assume that ι = k, and we
view a vertex Gi such that ξ(Gi) = 0. Then, reset ξ(Gi) = 1, augment the
counter to ι = k+1, and set α(Gi) = ι. Let (Gi, Gj) be the first edge in the
list associated to Gi and view Gj .

An alternative is that ι = k, and we view a vertex Gi such that ξ(Gi) ∈
{1, 2}. Observe that to be in this situation we must have arrived at Gi by
considering an edge (Gl, Gi). In this case we return to the list of edges from
Gl. We did not change the value of any ξ(G), therefore ι = k. As was
remarked before, the edges from Gl are in an ordered list, so we consider the
edge (Gl, Gj) which follows the edge (Gl, Gi) in that list. View Gj . (Notice
that if we are performing this step then ξ(Gl) = 1.)

It is possible that the edge (Gl, Gi) is the last in the list. In this case, set
ξ(Gl) = 2, augment the counter to ι = k + 1, and set ω(Gl) = ι. There are
now two cases to consider. The first is that we first viewed Gl via an edge
(Gm, Gl). In this case view Gm. Otherwise view the first vertex on the list
of unviewed vertices.

We will add one additional action to this algorithm. Observe that one of
the ways we move through the vertices is by viewing edges (Gi, Gj) where
ξ(Gj) = 0. If this is the case we label this edge as a forward edge. Let
Ef ⊂ E denote the set of forward edges obtained by running DFS. It is
easy to check that the directed graph (V, Ef ) is a forest, that is, a disjoint
collection of trees. Observe that we began constructing a tree within this
forest each time we chose a vertex from the list of unviewed vertices. We
declare this vertex to be the root of the tree. Thus, having run DFS, to each
G ∈ V we can assign a unique vertex ρ(G) that denotes the root of the tree
to which it belongs. Notice that ρ(G) has the lowest α value and largest ω
value of any vertex G in the tree.

If we apply DFS to a directed graph (V, E) the outputs of interest are
the values {α(Gi), ω(Gi) | Gi ∈ V}, all of which are distinct, and the trees
of (V, Ef ).

The following algorithm, which we shall refer to as SCC, satisfies The-
orem 2.11.

(1) Apply DFS to the directed graph (V, E) to compute {ω(G) | G ∈ V}.

(2) Compute (V, ET ).

(3) Re-order the vertices of V by decreasing values of ω(G). Using this
order, apply DFS to the directed graph (V, ET ). This computes a new
set of values {ω(G) | G ∈ V} and a new set of trees.
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(4) Each tree of (V, (ET )f ) is a strongly connected component of (V, E).
Define

L(G) = |V| − ω(ρ(G)).

Since this algorithm produces the trees associated with the strongly con-
nected components, we can use this information to produce a new direc-
ted graph (VSCC , ESCC) called the component graph, which is defined as
follows. Let {C1, . . . , Ck} be the set of strongly connected components of
(V,G). Set VSCC = {C1, . . . , Ck}, that is, one vertex for each component.
(Ci, Cj) ∈ ESCC if there exists G ∈ Ci, G

′ ∈ Cj , and (G,G′) ∈ E .
This construction of the component graph demands a brief digression

back to the realm of continuous dynamics. Conley (1978) defined a chain-

recurrent flow (map) to be a flow (map) whose chain-recurrent set was the
entire phase space. At the other extreme, he declared a flow (map) to
be strongly gradient-like if the chain-recurrent set is totally disconnected
and consists only of equilibria. Using this terminology he then recast his
Fundamental Decomposition Theorem into the following statement:

Every flow on a compact space is uniquely represented as the extension of a chain re-
current flow by a strongly gradient-like flow; that is the flow admits a unique subflow
which is chain recurrent and such that the quotient flow is strongly gradient-like.

(The same is true for continuous maps.) The quotient flow is obtained by
collapsing each connected component of the chain-recurrent set to a distinct
point. Observe that the procedure for constructing the component graph is
the discrete analogue of the construction of the strongly gradient-like dy-
namical system. The point which is meant to be emphasized is that there is
a natural correspondence between Conley’s approach to decomposing con-
tinuous dynamical systems and the basic decompositions of directed graphs.

It was observed earlier that paths in (V, E) correspond to trajectories of
F . Of course, from the perspective of dynamics we are interested in full
trajectories of F . The following proposition characterizes those vertices of
V for which one can define a path γG : Z → V which corresponds to a full
trajectory.

Proposition 2.12. Let (V, E) be a directed graph with strongly connected
path components {Rp | p ∈ P}. Let G ∈ V. There exists a path γG : Z → V
if and only if G ∈ ∪p∈PRp, or there exists a path γG0

: {0, . . . , n} → V from
G0 to G1 such that Gi ∈ ∪p∈PRp and γG0

(j) = G for some j ∈ {0, . . . , n}.

Isolation within recurrent sets

Of considerable interest in nonlinear systems is the existence of complicated
or chaotic dynamics. Of course, this behaviour is recurrent and will therefore
be found within the strongly connected path components. As was indicated
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in the Introduction we use the Conley index theory to extract lower bounds
on the structure of the dynamics of f . The details of this will be discussed
in the next section. For the moment, we remind the reader that effective
computation of the index depends upon isolating blocks. In particular, the
more ‘structure’ that the blocks possess, the more information about the
dynamics can be extracted. Therefore, in this subsection we will discuss two
different approaches for finding isolating blocks within strongly connected
path components. The first begins with the full SCPC and reduces the
number of grid elements in the complex. The second approach adopts the
opposite strategy. One begins with a minimal number of grid elements which
may possess a specific dynamics, and then adds grid elements until isolation
is achieved.

Essential to both approaches is the ability to compute invariant sets for
combinatorial multivalued maps. More precisely, given F : G −→→G and U ⊂
G, we need to be able to determine Inv(U ,F). As before, we let (V, E) be
the directed graph associated to F . Let (U , E ′) be the subgraph of (V, E)
obtained by restricting to those vertices associated with U .

Proposition 2.13. Inv(U ,F) can be computed in linear time: more pre-
cisely, in time proportional to the number of vertices and edges in (U , E ′).

As before, we will not provide a formal proof of this proposition, but,
instead, briefly describe an algorithm that will perform the task. Further-
more, the algorithm we describe is presented to emphasize a graph-theoretic
counterpart to the Fundamental Decomposition Theorem: a vertex is in the
maximal invariant set if and only if it belongs to a SCPC or it lies on a path
from one SCPC to another SCPC. The first step is to run SCC(U , E ′) and
create (USCC , E ′SCC). Within USCC , identify those which correspond to the
strongly connected path components of (U , E ′) (these are the vertices which
have an edge to themselves). Now apply the following modified version of
DFS. To each vertex G ∈ USCC we assign an additional value ζ(G) ∈ {0, 1}.
Initially, ζ(G) = 0, unless G corresponds to a strongly connected path com-
ponent, in which case ζ(G) = 1. This modified DFS is only initiated on
vertices that correspond to strongly connected path components. There are
two occasions when ζ(G) may be changed. The first is that we are at a
vertex Gi and considering an edge (Gi, Gj) where ζ(Gj) = 1. Then, set
ζ(Gi) = 1. The second is that ζ(Gl) = 1, and we first viewed Gl via an edge
(Gm, Gl). Then, set ζ(Gm) = 1.

At the completion of this modified DFS, Inv(U ,F) is given by the set of
vertices for which ζ = 1.

Throughout the remainder of this subsection, we assume that (V, E) is a
directed graph that has a unique strongly connected component.

The first approach is based on the following theorem.
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Theorem 2.14. Let U ⊂ V. Let U0 := U . For i = 1, . . . ,m, let Ui,Wi ⊂
V, which satisfies the following conditions:

(1) Inv(Ui−1,F) = Ui ∪Wi,

(2) o(Ui) ∩Wi = ∅,

(3) o(Um) ⊂ U .

Then, Um = Inv(o(Um) ∪Wm) ∩ o(Um).

Using Theorem 2.14 there is a variety of specific algorithms that can be
created (see Szymczak (1997, Section 4)). The essential point is to generate
the sets Ui and Wi inductively in such a way that conditions (1) and (2) are
satisfied. The algorithm then halts when condition (3) is satisfied. Observe
that in this method we begin with a ‘large’ set of vertices, i.e., U , and at
each step we reduce the set of vertices being considered. To emphasize this
point, assume that |V| is a connected set and that we choose U = V. Then
U = Inv(U0,F) = U1 ∪ W1. Therefore, because of condition (2), W1 = ∅
and U1 = U0. In this case, no progress has been made.

In principle, these algorithms can be applied with no knowledge of paths
within (V, E). The next strategy takes the opposite approach. Consider
Figure 2.2. This is meant to represent that within (V, E) we have identified
a cycle of length one and a cycle of length two. One might suspect that |G3|
contains a fixed point of f and |G1| ∪ |G2| contains a period two orbit of f .
(In the next section we will provide theorems that allow one to check such
claims rigorously.) However, since (V, E) has a unique strongly connected
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contains a period one path and a period two path
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component, we know that there are paths from G3 to G1 and from G1 to
G3. This in turn suggests the existence of horseshoe or symbolic dynamics
based on trajectories of f that pass through |G1| ∪ |G2| and |G3|. To prove
this requires an appropriate isolating neighbourhood and is the purpose of
the next algorithm.

The first step of the process is to generate an initial guess for the isolating
block that will capture the desired dynamics. Let Bi ⊂ V, i = 0, 1. Let
(Bi, Ei) be the corresponding subgraphs of (V, E). Assume that (Bi, Ei) have
unique strongly connected components. Let γ0 : {0, . . . , n0} → V be a
minimal path from any element of B0 to any element of B1 and let γ1 :
{0, . . . , n1} → V be a minimal path from any element of B1 to any element
of B0. Let Wi = γi({0, . . . , ni}) and let

U := B0 ∪ B1 ∪W0 ∪W1.

Proposition 2.15. Under the assumption that the number of elements of
Bi is small compared to the number of elements in V, Dijkstra’s algorithm
(Corman, Leiserson, Rivest and Stein 2001) will determine W0 and W1 with
a running time O(|V| ln |V| + |E|).

Observe that the resulting directed subgraph (U , E ′) has a unique strongly
connected component and therefore Inv(U ,F) = U . There is no reason
a priori to believe that |U| is an isolating block for f . Thus, the next step
of the process is to isolate the dynamics we have captured. Let U0 := U .
Given Ui, define Xi = o(Ui). Set Ui+1 = Inv(Xi,F). If

o(Ui+1) ⊂ Xi

then Ui+1 is an isolating block for f and we stop. If not we repeat the
process.

Bibliographical notes

Definitions and explicit descriptions of the graph algorithms can be found
in Corman et al. (2001). The use of these algorithms to find chain-recurrent
sets, isolating neighbourhoods and index pairs (see Section 3) was first imple-
mented by M. Eidenschink (1995) in the context of simplicial approximations
of two-dimensional flows (see Section 2.5).

We did not provide any complexity bounds for either algorithm of this sub-
section. In part this is because there is no guarantee that these algorithms
will produce an isolating block. In the first case, it is possible to reduce
U to the empty set. In the second case, it is possible that U will grow to
be the entire SCPC. In practice, however, these methods seem to work well
(Szymczak 1997, Allili, Day, Junge and Mischaikow 2002).

The usefulness of these ideas are only as good as the software that can
support them. Fortunately, M. Dellnitz, A. Hohmann and O. Junge have
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independently developed an excellent general purpose package GAIO based
on cubical grids (Dellnitz and Hohmann 1997, Dellnitz and Junge 2001,
Dellnitz, Froyland and Junge 2000). Some of the above-mentioned graph
algorithms are already incorporated in the code. Furthermore, the grid is
constructed in an adaptive method which has significant implications for the
cost of computing the combinatorial multivalued map. In particular, one can
expect that for many problems the cost is determined by the dimension of
the invariant set rather than the dimension of the phase space.

2.5. Flows

We now turn to a discussion of computations in the context of flows. Let
ẋ = g(x) be an ordinary differential equation defined on R

n that generates a
flow ϕ : R×R

n → R
n. Currently, the only systematic approach to problems

of this nature is to change it to a problem involving continuous maps. A
completely general procedure is to fix a time τ > 0 and define f : R

n → R
n

by f(x) := ϕ(τ, x). The following result indicates that, on a theoretical level,
the invariant sets of f which we can hope to recover using these topological
techniques are equivalent to those of ϕ.

Proposition 2.16. Consider a flow ϕ : R × R
n → R

n. Let ϕτ : R
n → R

n

be defined by ϕτ (x) = ϕ(τ, x). Then, the following are equivalent:

(1) S is an isolated invariant set for ϕ,

(2) S is an isolated invariant set for ϕt for all t > 0,

(3) S is an isolated invariant set for ϕt for any t > 0.

Unfortunately, while theoretically simple, its implementation is less obvi-
ous. In particular, some choice of τ needs to be made and the map f needs
to be computed, most probably by numerically integrating the differential
equation. Therefore, if τ is large, then the numerical errors will force the
combinatorial multivalued map to have exponentially large values. This in
turn will make it difficult to find isolating neighbourhoods. On the other
hand, if τ is small then f will be a near identity map and an extremely fine
grid size will be required. This suggests that one needs to look for an ‘op-
timal’ choice of τ . Unfortunately, such a value is probably dependent on the
location in phase space. It should be mentioned that, in spite of these neg-
ative comments, this method can be employed successfully (Pilarczyk 1999),
though at a significant computational price.

A more successful variation of this strategy involves the use of local Poin-
caré sections for the flow. In this case we study the dynamics of the Poincaré
map f : Ξ → Ξ, where Ξ consists of (n− 1)-dimensional hypersurfaces that
are transverse to the flow. Again, f is determined by integrating the differ-
ential equation and therefore one is faced with exponential growth in error.
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However, in this setting it is easier to implement multistep methods and
multiple hypersurfaces to control the error. Furthermore, and this leads
to significant computational savings, the dimension of the grid is reduced
by one. This approach has been successfully applied to a variety of low-
dimensional problems. Since, aside from the numerical issue of computing
f , the technical aspects are similar to the map case, we will not discuss this
approach further.

In Example 4 a polygonal grid T was defined in terms of a full simplicial
complex K in R

n. In particular, a polygon P is a connected set that can
written as

P =

j
⋃

i=1

Ki,

where Ki ∈ K(n). In an abuse of notation we will write Ki ∈ P . Observe
that the boundary of P , denoted by ∂P , can be written as the union of
elements of K(n−1), that is,

∂P =

m
⋃

i=1

Li,

where Li ∈ K(n−1). We will continue the abuse of notation by writing
Li ∈ ∂P .

Given L ∈ K(n−1), let

ν(L)

denote one of the two unit normal vectors to L. To determine a unique
choice of ν(L), let K ∈ K(n) such that L is a face of K. Then,

νK(L)

is defined to be the inward unit normal of L with respect to K.

Definition 18. L ∈ K(n−1) is a flow-transverse face with respect to the
vector field g, if

ν(L) · g(x) 6= 0

for every x ∈ L. A polygon P is flow-transverse if every L ∈ ∂P is flow-
transverse.

Definition 19. Let T = {P1, . . . , PN} be a polygonal decomposition of
X. T is a flow-transverse polygonal decomposition of X if every polygon Pi

is flow-transverse.

As we shall explain, given a simplicial complex, constructing a flow-
transverse polygonal decomposition can be done in linear time in the num-
ber of n-dimensional simplices. For this discussion we shall assume that X
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is the polygonal region defined by the full simplicial complex K, and for
the sake of simplicity that X is flow-transverse (see Boczko et al. (2002)
where this latter assumption is dropped). Let Ki,Kj ∈ K(n) such that

Ki ∩ Kj = L ∈ K(n−1). Set Ki ∼ Kj if ν(L) · f(x) = 0 for some x ∈ L.
Extend this relation by transitivity. Then ∼ is an equivalence relation on
K. Define T := {P1, . . . , PN} to be the polygons defined by the equivalence
classes. This grid is a flow-transverse polygonal decomposition of X.

The next step is to define a combinatorial multivalued map F : T −→→T
that captures the dynamics of the flow. Observe that if P contains recurrent
dynamics under the flow ϕ, then we want P ∈ F(P ). The simplest way to
ensure this is as follows:

P ∈ F(P ) ⇔ ‖g(x)‖ < A for some x ∈ P, (2.6)

where the constant A is determined by the diameter of P and ‖Dg(x)‖.
Otherwise, set

Pi ∈ F(Pj) ⇔ νPi
(L) · g(x) > 0, for some x ∈ L ∈ ∂Pi ∩ ∂Pj ∩ K(n−1).

(2.7)
Observe that this implies that a polygon can be in the image of another
polygon only if they share an (n − 1)-dimensional simplex. This implies
that the directed graph (V, E) generated by the combinatorial multivalued
map F : T −→→T is, in general, sparse. At this point we are, of course, free
to apply the graph algorithms of the previous subsection. As the following
result indicates, this allows us to compute a Morse decomposition1 efficiently.

Theorem 2.17. Let M(p) := Inv(Rp(T ,F)), p ∈ P, and let ≻ be an
admissible order for P. Then, {M(p) | p ∈ P} is a Morse decomposition for
Inv(X,ϕ) with admissible order ≻.

The other important structure that we need to be able to compute is an
isolating block which we shall define in the context of polygonal approxim-
ations.

Definition 20. A polygon P is an isolating block if, for every point x ∈ ∂P
and any ǫ > 0,

ϕ((−ǫ, ǫ), x) 6⊂ P.

The fact that ϕ is a smooth flow implies the following result.

Proposition 2.18. If P is a convex flow-transverse polygon, then it is
automatically an isolating block.

1 The definition of a Morse decomposition for a flow is the obvious analogue of Defin-
ition 5, or see Conley (1978), Robinson (1995) and Arnold, Jones, Mischaikow and
Raugel (1995).



462 K. Mischaikow

Theorem 2.19. Let U be a strongly connected component of (V, E). Then
|U| is a isolating block for ϕ.

Thus, we regain two out of the three important computational results.
What remains is the question of obtaining arbitrarily good approximations
of the dynamics. This depends heavily on the initial simplicial complex and
remains a difficult open question in computational geometry.

Bibliographical notes

References to rigorous computational results for ordinary differential equa-
tions using Poincaré maps can be found in Mischaikow and Mrozek (2001).
The results on flow-transverse polygonal approximations will appear in the
forthcoming paper by Boczko et al. (2002). Though not presented in this
generality, in his thesis, Eidenschink (1995) provided code that provides
good simplicial approximations for two-dimensional systems.

3. Conley index

The numerical computations and algorithms discussed in the previous sec-
tion do not in themselves provide rigorous information concerning the ex-
istence and structure of invariant sets. To do this we will invoke the Conley
index theory.

3.1. Topological preliminaries

Before providing a definition of the index we recall a few elementary nota-
tions from topology.

Definition 21. A pointed space (X,x0) is a topological space X with a
distinguished point x0 ∈ X. A continuous map between pointed spaces f :
(X,x0) → (Y, y0) is a continuous map f : X → Y with the additional
condition that f(x0) = y0.

Given a pair (N1, N0) of spaces with N0 ⊂ N1, set

N1/N0 := (N1 \N0) ∪ [N0],

where [N0] denotes the equivalence class of points in N0 in the equivalence
relation: x ∼ y if and only if x = y or x, y ∈ N0. Hereafter, we will usually
use N1/N0 to denote the pointed space (N1/N0, [N0]). The topology on
(N1/N0, [N0]) is defined as follows: a set U ⊂ N1/N0 is open if U is open in
N1 and [N0] 6∈ U , or the set (U ∩ (N1 \N0)) ∪N0 is open in N1. If N0 = ∅,
then

(N1/N0, [N0]) := (N1 ∪ {∗}, {∗}),

where {∗} denotes the equivalence class consisting of the empty set.
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Definition 22. Let (X,x0) and (Y, y0) be pointed topological spaces and
let f, g : (X,x0) → (Y, y0) be continuous functions. f is homotopic to g,
denoted by

f ∼ g,

if there exists a continuous function F : X × [0, 1] → Y such that

F (x, 0) = f(x),

F (x, 1) = g(x),

F (x0, s) = y0, 0 ≤ s ≤ 1.

Obviously ∼ is an equivalence relation. The equivalence class of f in this
relation is called the homotopy class of f and denoted by [f ].

Definition 23. Two pointed topological spaces (X,x0) and (Y, y0) are ho-

motopic

(X,x0) ∼ (Y, y0)

if there exists f : (X,x0) → (Y, y0) and g : (Y, y0) → (X,x0) such that

f ◦ g ∼ idY and g ◦ f ∼ idX .

Observe that homotopy defines an equivalence class on the set of topolo-
gical spaces. Homotopy classes of topological spaces are extremely difficult
to work with directly. One of the most useful tools in this area is algebraic
topology, in particular, homology theory. As was indicated in the Introduc-
tion we use homology to provide a rigorous interpretation of the objects that
have been computed numerically. For the purposes of this presentation it is
sufficient to know that, given a pair of spaces N0 ⊂ N1, which are described
in terms of grid elements or a simplicial complex, it is possible to compute
the relative homology groups

H∗(N1, N0) = {Hk(N1, N0) | k = 0, 1, 2, . . .}.

For each k ∈ N, Hk(N1, N0) is a finitely generated abelian group and, for the
types of calculations we are interested in performing, Hk(N1, N0) ∼= 0 for
sufficiently large k. Furthermore, if f : (N1, N0) → (N ′

1, N
′
0) is a continuous

map of pairs, that is, f : N1 → N ′
1 is continuous and f(N0) ⊂ N ′

0, then
there is a collection of induced group homomorphisms, the homology maps,

f∗ : H∗(N1, N0) → H∗(N
′
1, N

′
0),

where f∗ = {fk : Hk(N1, N0) → Hk(N
′
1, N

′
0) | k = 0, 1, 2, . . .}.

As will become clear shortly, the sets Ni for which we wish to compute
homologies arise as large sets of grid elements. To further complicate mat-
ters, we do not know the map f , but rather a multivalued combinatorial
map F which is an outer approximation of f . Because of the size of these
objects, the homology computations must be done by computer. It is only
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recently that reasonably efficient algorithms for these types of computations
have been developed and, in the case of computing homology maps, there is
considerable room for improvement. However, the important point is that
there are algorithms and code available to perform these computations (see
Kaczyński, Mischaikow and Mrozek (2001) and references therein).

The following set of definitions is required to define the Conley index for
maps.

Definition 24. Let f : X → X and g : Y → Y be continuous maps
between topological spaces (group homomorphism between abelian groups).
They are shift-equivalent if there exist continuous maps (group homomorph-
ism) r : X → Y , s : Y → X and a natural number m such that

r ◦ f = g ◦ r, s ◦ g = f ◦ s, r ◦ s = gm, s ◦ r = fm.

The homotopy classes of f and g are shift-equivalent if there exist continuous
maps s : X → Y , r : Y → X and a natural number m such that

r ◦ f ∼ g ◦ r, s ◦ g ∼ f ◦ s, r ◦ s ∼ gm, s ◦ r ∼ fm.

Bibliographical notes

The terminology present in this subsection can be found in any algebraic
topology book (Spanier 1982). An undergraduate-level introduction to com-
putational homology is Kaczyński, Mischaikow and Mrozek (200x).

3.2. Conley index for flows

As a means of introducing the Conley index we begin with a discussion in
the context of flows, since this is the simpler case. Furthermore, since it is for
motivational purposes, we shall present the definitions in a very restrictive
setting. For a more general presentation the reader should consult Conley
(1978), Smoller (1980), Salamon (1985), Arnold et al. (1995) and Mischaikow
and Mrozek (2001).

As before, ϕ : R×R
n → R

n denotes the flow generated by the differential
equation ẋ = g(x). Let T be a flow-transverse polygonal decomposition of
X ⊂ R

n.
Let P ∈ T . If L ∈ ∂P , then there exists a unique n-dimensional simplex

K ∈ P such that L is face of K. L is an exit face of P if

νK(L) · f(x) < 0 for all x ∈ L.

Definition 25. A pair N = (N1, N0) of compact sets with N0 ⊂ N1 is an
index pair if N1 is a flow-transverse polygonal isolating block and

N0 = {L ∈ ∂N1 | L is an exit face of N1}.

Observe that by Proposition 2.18 polygonal isolating blocks, and hence
polygonal index pairs, can be computed efficiently.
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Let N = (N1, N0) be an index pair. Let

S := Inv(cl(intN1 \N0), ϕ) = Inv(N1, ϕ) ⊂ int(N1 \N0). (3.1)

Definition 26. The (homotopy) Conley index of S is

h(S) ∼ (N1/N0, [N0]).

Remark 2. Here we have presented the Conley index as an index of the
isolated invariant set S. It can be proved that h(S) is independent of the
index pair used to compute it. In other words, if N ′ = (N ′

1, N
′
0) is another

index pair with the property that

S = Inv(cl(intN ′
1 \N

′
0), ϕ),

then
(N1/N0, [N0]) ∼ (N ′

1/N
′
0, [N

′
0]).

Observe that, as presented in Definition 26, the index is the homotopy
equivalence class of a pointed topological space. This is an extremely difficult
object to compute. For this reason we work with a coarser invariant, the
homological Conley index

CH∗(S) :∼= H∗(N1/N0, [N0]) ∼= H∗(N1, N0).

The isomorphism on the right is due to the fact that N1 and N0 are simplicial
complexes.

3.3. Index pairs and index filtrations

Having defined the Conley index for flows, we return to the setting of con-
tinuous maps. Let N = (N1, N0) be a pair of compact sets with N0 ⊂ N1.
Define fN : (N1/N0, [N0]) → (N1/N0, [N0]) by

fN (x) =

{

f(x), if x, f(x) ∈ N1 \N0,
[N0], otherwise.

Definition 27. The pair of compact sets N = (N1, N0) is an index pair if
cl(N1 \N0) is an isolating neighbourhood and the index map fN is continu-
ous.

The Conley index for maps will be defined in terms of the index map
fN . Therefore, it is essential that we be able to compute index pairs. As
the theorems of this section indicate, the same algorithms that determined
isolating blocks and Morse decompositions provide us with index pairs.

Theorem 3.1. Let F be an outer approximation of f . Let U = Inv(o(U)∪
V,F) ∩ o(U) where V ∩ o(U) = ∅. Then the pair

N = (N1, N0) := (|(d(U) ∩ F(U)) ∪ U|, |d(U) ∩ F(U)|)

is an index pair for f .
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If we let V = ∅, then we obtain the following corollary. Observe that
the assumption is precisely the halting condition for our algorithm to find
isolating blocks within recurrent sets.

Corollary 3.2. Let U = Inv(o(U),F). Then the pair

N = (N1, N0) := (|(d(U) ∩ F(U)) ∪ U|, |d(U) ∩ F(U)|)

is an index pair for f .

As will be indicated in the next subsection, we can use these theorems
to gain additional information about the structure of the dynamics within
recurrent sets.

The construction which follows will allow us to understand the structure
of connecting orbits between Morse sets.

Definition 28. Let M(S) := {M(p) | p ∈ (P,≻)} be a Morse decomposi-
tion of S with admissible order ≻. An index filtration of M(S) is a collection
of compact sets N := {N(I) | I ∈ A(P,≻)} satisfying the following proper-
ties:

(1) for each I ∈ A(P,≻), (N(I), N(∅)) is an index pair for M(I),

(2) for any I, J ∈ A(P,≻),

N(I ∩ J) = N(I) ∩N(J) and N(I) ∪N(J) = N(I ∪ J).

Theorem 3.3. Let F : G −→→G be an outer approximation of f . Let S be an
isolated invariant set for F and let {Rp | p ∈ (P, >)} be the set of SCPC for
the directed graph associated to F restricted to the isolating neighbourhood
of S. Let M(S) := {M(p) | p ∈ (P,≻)} be the associated Morse decompos-
ition for f , that is, S = Inv(|S|, f) and M(p) := Inv(|Rp|, f). Then there
exists a collection of subsets of G such that {|N (I)| | I ∈ A(P,≻)} is an
index filtration of S under f .

A modification of the depth-first search algorithm that was used to com-
pute the set of SCPC and the discrete Lyapunov function also provides for
an index filtration. In particular, let (N (P),N (∅)) be an index pair for S.
For each strongly connected path component Rp of F restricted to N (P),
define Ep to be the set of grid elements G for which there exists a path
γG : {0, 1, . . . , n} → N (P) such that γG(n) ∈ Rp. One obtains an index
filtration by defining

N (I) := N (P) \
⋃

p6∈I

Ep.

Bibliographical notes

The proof of Theorem 3.1 is due to Szymczak (1997). Index filtrations
were first developed by R. Franzosa (1986) in the context of flows. The
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particular construction described here has been used on several occasions
(Franzosa and Mischaikow 1988, Eidenschink 1995, Richeson 1997).

3.4. Conley index for maps

Let
S := Inv(cl(intN1 \N0), f) ⊂ int(N1 \N0). (3.2)

(compare with (3.1)). One is tempted at this point to define the Conley
index of S in terms of the homotopy type of the pointed space (N1/N0, [N0]).
Unfortunately, it is easy to create examples where (N1, N0) and (N ′

1, N
′
0) are

index pairs for S, that is,

Inv(cl(intN1 \N0), f) = S = Inv(cl(intN ′
1 \N

′
0), f),

but
(N1/N0, [N0]) 6∼ (N ′

1/N
′
0, [N

′
0]).

The appropriate definition is as follows.

Definition 29. Let N = (N1, N0) be an index pair for S. The (homotopy)
Conley index for S is the homotopy shift equivalence class of the index map
fN : (N1/N0, [N0]) → (N1/N0, [N0]).

For computational reasons we use the (homology) Conley index which is
the shift equivalence class for group homomorphisms of

fN∗ : H∗(N1/N0, [N0]) → H∗(N1/N0, [N0]),

which in our context is equivalent to the shift equivalence class of

fN∗ : H∗(N1, N0) → H∗(N1, N0),

since N1 and N0 are constructed from grid elements.

Bibliographical notes

Defining the Conley index in terms of shift equivalence is due to Franks and
Richeson (2000).

It should be noted that, because of the nature of our approximations, we
cannot compute fN∗ directly. Therefore, it is important to remark that, if F
is a convex-valued outer approximation of f , then it is possible to compute
fN∗ from the data of F . Details can be found in Kaczyński et al. (2001) and
Kaczyński et al. (200x).

3.5. The structure of invariant sets

As was indicated in the Introduction, there is a variety of other references
that provide information about the Conley index. What we provide here is
a very curt description of how knowledge of the index provides information
about the existence and structure of dynamics.
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The first theorem is the most fundamental: it implies that there exists a
nontrivial invariant set.

Theorem 3.4. (Ważewski Property) Let N = (N1, N0) be an index
pair for f . If fN∗ is not shift-equivalent to the trivial map, then

S := Inv(cl(intN1 \N0), f) 6= ∅.

There are additional theorems based on finer topological invariants that al-
low one to deduce the existence of fixed points and periodic orbits (McCord,
Mischaikow and Mrozek 1995, McCord 1988, Mrozek 1989) or even that the
invariant set has positive topological entropy (Baker 1998).

The next result provides a method by which one can move from local
results to global results.

Theorem 3.5. (Summation property) Let N = (N1, N0) and N ′ =
(N ′

1, N
′
0) be index pairs where N1 ∩N ′

1 = ∅. Assume N ∪N ′ is also an index
pair for f . Then fN∪N ′∗ is shift-equivalent to fN∗ ⊕ fN ′∗.

The simplest application is to assume that one has a Morse decomposition
that consists of two Morse sets, that is, M(S) = {M(0),M(1) | 1 ≻ 0}. If
the Conley index of S is not the direct sum of the Conley index of M(0)
and the Conley index of M(1), then there must exist a connecting orbit
from M(1) to M(0). This type of calculation can be extended to general
Morse decompositions via the connection matrix (Franzosa 1989, Franzosa
1988, Arnold et al. 1995, Richeson 1997, Robbin and Salamon 1992, Mis-
chaikow and Mrozek 2001) which is a generalization of the Morse inequal-
ities. These types of arguments can also be used to describe the struc-
ture of the set of connecting orbits (Arnold et al. 1995, Mischaikow and
Mrozek 2001, McCord and Mischaikow 1996, Mischaikow 1995, Mischaikow
and Morita 1994) and global bifurcations (McCord and Mischaikow 1992,
Franzosa and Mischaikow 1998, Mischaikow 1989).

In an alternate direction, by comparing the structure of fN∪N ′∗ with
that of fN∗ ⊕ fN ′∗ one can derive conditions under which one must have
chaotic symbolic dynamics where the symbols correspond to the regions
cl(intN1 \N0) and cl(intN ′

1 \N
′
0) (Mischaikow and Mrozek 1995, Szymczak

1996, Szymczak 1995, Carbinatto, Kwapisz and Mischaikow 2000, Carbin-
atto and Mischaikow 1999).

4. Examples

In this section we present four examples that show how the ideas of the
previous sections can be applied. Space does not permit a full description
of the work; therefore we only present the most pertinent aspects of each
result.
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4.1. Hénon map

Recall that the Hénon map is given by the formula

f(x, y) = (1 − ax2 + y, bx).

Szymczak (1997) obtained a computer-assisted proof of the following the-
orem.

Theorem 4.1. For a = 1.4 and b = 0.3 the Hénon map admits periodic
orbits of all minimal periods except for 3 and 5.

We take this opportunity to present an outline of the proof that indicates
how the constructions and results of the previous sections are applied.

The first step is to choose a region X of phase space for which a multi-
valued map is computed. Let

X =

([

−
85

69
,
85

69

]

×

[

−
86

230
,

86

230

])

\

([

−
85

69
,
10

69

)

×

[

−
86

230
, 0

))

.

The second step is to construct a grid G that covers X. This was done
using rectangles of size 1

69 × 1
230 . Simple estimates allow one to construct a

multivalued map F : G −→→G that is an outer approximation of f .
The third step is to find an interesting isolating block that is a subset of

G. This was done using the reduction technique described in Theorem 2.14.
An isolating block with five components was chosen, from which an index
pair was constructed using Theorem 3.1. From this a Conley index map fN
was computed and the Conley index was used to guarantee the existence of
periodic orbits with all minimal periods except 3 and 5.

The final step is to exclude the periodic orbits of period 3 and 5. This
was done by examining all cubes G with the property that G ∈ F3(G)
or G ∈ F5(G), and then showing that, within the region of phase space
containing these cubes, the only recurrent dynamics consisted of a fixed
point.

4.2. Lorenz equations

As was indicated earlier, one way to study complicated dynamics for or-
dinary differential equations is to study the dynamics of a Poincaré map
f : Ξ → Ξ by computing a multivalued outer approximation F and follow-
ing similar steps as described for the Hénon map computation. Of course the
computational expense is considerably more than in the previous example,
since one needs to rigorously bound the trajectories of a differential equa-
tion. This approach was used by M. Mrozek, A. Szymczak and the author
(Mischaikow, Mrozek and Szymczak 2001) to study the Lorenz equations
with the following results.
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Let Σ(k) be the set of bi-infinite sequences on k symbols. For a k × k
matrix A = (Aij) over Z2 let Σ(A) be the set of bi-infinite sequences α :
Z → {1, 2, . . . , k} on k symbols that satisfy the following restriction:

Aα(i)α(i+1) = 1 for all i ∈ Z.

Clearly, Σ(A) ⊂ Σ(k). Let σ : Σ(A) → Σ(A) be the shift map given by

σ(α)(i) = α(i + 1).

Let n(10,28,8/3) = 6, n(10,60,8/3) = n(10,54,45) = 4,

A(10,28,8/3) =

















0 1 1 0 0 0
0 0 0 1 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 1 1 0

















,

A(10,60,8/3) =









0 0 1 0
0 0 0 1
1 1 0 0
0 0 1 0









, A(10,54,45) =









1 1 0 0
0 0 1 1
1 1 0 0
0 0 1 1









.

Theorem 4.2. Consider the Lorenz equations

ẋ = s(y − x),

ẏ = Rx− y − xz, (4.1)

ż = xy − qz,

and the plane P := {(x, y, z) | z = R − 1}. For all parameter values in a
sufficiently small neighbourhood of (σ,R, b) there exists a Poincaré section
N ⊂ P such that the associated Poincaré map f is Lipschitz and well defined.
Furthermore, there is a continuous map ρ : Inv(N, f) → Σ(n(σ,R,b)) such
that

ρ ◦ f = σ ◦ ρ

and Σ(A(σ,R,b)) ⊂ ρ(Inv(N, f)). Moreover, for each periodic sequence α ∈
Σ(A) there exists an x ∈ Inv(N, f) on a periodic trajectory of the same
minimal period such that ρ(x) = α.

4.3. A partial differential equation

As was indicated in the Introduction, these ideas can be carried out for
infinite-dimensional systems. A long-range goal is to be able to perform
efficient rigorous computations to prove the existence of chaotic dynamics
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in partial differential equations. There are three obvious difficulties that
need to be overcome to achieve our goal.

D1 Because of the finite nature of a computer it is impossible to compute
directly on an infinite-dimensional system. Therefore, it is necessary
to use an appropriate finite-dimensional reduction.

D2 Given a finite-dimensional system, i.e., an ordinary differential equa-
tion, we need to be able to find isolating blocks and compute Conley
indices.

D3 The index results of the finite-dimensional system need to be lifted to
the full infinite-dimensional system.

However, as was discussed in the subsection of flows, we still do not have
efficient methods for producing flow-transverse polygonal grids that are good
approximations of the dynamics. Therefore, in general, we are not yet able to
overcome difficulty D2. On the other hand, recent work by P. Zgliczyński and
the author (Zgliczyński and Mischaikow 2001) shows that efficient, accurate
and rigorous computation of fixed points is possible.

They considered the Kuramoto–Sivashinsky equation

ut = −νuxxxx − uxx + 2uux (t, x) ∈ [0,∞) × (−π, π)

subject to periodic and odd boundary conditions

u(t,−π) = u(t, π) and u(t,−x) = −u(t, x). (4.2)

The finite-dimensional reduction is done using a standard Galerkin pro-
jection based on a Fourier series expansion. In particular, one obtains the
following infinite set of ordinary differential equations:

ȧk = k2(1 − νk2)ak − k
k−1
∑

n=1

anak−n + 2k
∞
∑

n=1

anan+k k = 1, 2, 3, . . . , (4.3)

which is then truncated to the finite-dimensional system

ȧk = k2(1 − νk2)ak − k
k−1
∑

n=1

anak−n + 2k
m−k
∑

n=1

anan+k k = 1, . . . ,m. (4.4)

Let W ⊂ R
m be a compact region. Within W , fixed points for (4.4) are

identified. One can linearize around these points and use the eigenvectors
to identify m-dimensional cubes with the property that the vector field gen-
erated by (4.4) is normal to the boundary faces.

Of course, (4.4) is just an approximation of the true vector field given by
(4.3). To control the errors, it is assumed that

|ak| ≤ ±
Cs

ks
for all k > m,
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where s ≥ 4. Observe that this is a regularity condition. However, solutions
to the Kuramoto–Sivashinsky equation that exist for all time are analytic,
and therefore the higher Fourier coefficients of any solution that lies in a
bounded invariant set will satisfy these constraints for sufficiently large Cs.
It should also be remarked that this high degree of regularity is not partic-
ular to Kuramoto–Sivashinsky (see Hale and Raugel (2001) and references
therein).

These constraints imply that, in the function space, we are studying the
dynamics on the compact region

W ×
∞
∏

k=m+1

[

−
Cs

ks
,
Cs

ks

]

.

Restricted to this region, one can bound the difference between the vector
fields generated by (4.4) and (4.3), and therefore one can check if the trans-
versality conditions on the faces of the isolating blocks in R

n are valid, not
only for the vector field (4.4) but also for (4.3).

Finally, since Kuramoto–Sivashinsky is a strongly dissipative system it
is easy to believe that, for sufficiently large k, the vector field is essen-
tially of the form ȧk = λkak, where λ < 0. In other words, for sufficiently
large k, the vector field is transverse to the faces defined by the product
∏∞

k=m+1

[

−Cs

ks ,
Cs

ks

]

and furthermore, point inward. Since the Conley index
is determined by the boundary pieces where the vector field points outwards,
the index is determined by the low modes. In this way one can compute the
index by a finite-dimensional approximation.

The final step is to show that this information can be lifted to the full
system. The reader is referred to Zgliczyński and Mischaikow (2001) for the
details.

4.4. An infinite-dimensional map

This final example is included to indicate that in the case of maps one can
rigorously determine a wide range of dynamical objects even in the infinite-
dimensional setting. Recently, M. Allili, S. Day, O. Junge and the author
(Allili et al. 2002) have studied the Kot–Schaffer growth-dispersal model for
plants. This is a map Φ : L2([−π, π]) → L2([−π, π]) of the form

Φ(a)(y) :=
1

2π

∫ π

−π
b(x, y) µ a(x)

(

1 −
a(x)

c(x)

)

dx, (4.5)

where µ > 0 and b(x, y) = b(|x − y|). Observe that the regularity of this
map is determined by the regularity of the dispersal kernel b and the spatial
heterogeneity of c in the nonlinear term.

The same difficulties D1–D3 need to be confronted with this problem.
Again, using Fourier series one can rewrite the problem as an infinite system
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of maps:

a′k = fk(a) := µbk






ak −

∑

j+l+n=k

j,l,k≥0

cjalan






, k = 0, 1, 2, . . . . (4.6)

Simple projection results in the finite-dimensional system f (m) : R
m → R

m

a′k = f
(m)
k (a0, . . . , am−1) := µbk






ak −

∑

j+l+n=k

0≤j,l,n≤m−1

cjalan






, (4.7)

where k = 0, 1, . . . ,m−1, upon which the numerical computations are based.
Let

W :=
m−1
∏

k=0

[a−k , a
+
k ] ⊂ R

m,

and consider f (m) : W → R
m. Assuming that the Fourier coefficients of the

dispersal kernel b decay at an exponential rate, and taking advantage of the
resulting regularity constraint on solutions which lie in bounded invariant
sets, one can restrict attention to a compact set

Z := W ×
∞
∏

k=m

[

−
Cs

sk
,
Cs

sk

]

. (4.8)

A grid G covering W is constructed and a multivalued map F : G −→→G
that is an outer approximation of f is constructed. It should be emphas-
ized that the error bounds used to determine F include the errors obtained
by truncation to the finite-dimensional system for elements in Z. This im-
plies that, with the proper choice of m and Cs, the index computations for
the finite-dimensional approximation are valid in the infinite-dimensional
setting.

Using the techniques described in the latter part of Section 2.4, one can
find isolating blocks for fixed points, periodic orbits, connecting orbits, and
horseshoes. At this point the cost of computing the Conley index becomes
an issue. Computation of homology grows in expense with the dimension of
the complex. On the other hand, to obtain precise estimates on the solutions
requires the use of more modes.

The strategy adopted in Allili et al. (2002) is as follows. A coarse (but
mathematically rigorous) computation is done to determine an isolating
block using a minimal number of modes. At this point the index is com-
puted. One then increases the number of modes and refines the isolating
block. As was described in Section 2, these computations are essentially lin-
ear in the number of boxes, and therefore the computational complexity is
determined by the dimension of the invariant set. In the case of heteroclinic
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orbits or horseshoes, these are at most 1-dimensional objects. Since the
blocks isolate the same invariant set, the Conley index remains unchanged.
In this way the number of modes used in the approximation can be increased
until the significant errors are those introduced by the floating point errors.
The reader is referred to Allili et al. (2002) for details.
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